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	Academic work
	Components
	Acad. hours

	In-class work
	Lectures
	30

	
	Seminars
	30

	
	Practical exercises (school internships)
	

	Total in-class work
	60

	Out-of-class work
	Homeworks and independent practice
	60

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	Total out-of-class work
	60

	TOTAL ACADEMIC WORK
	120

	ECTS credits in-class work
	2

	ECTS credits out-of-class work
	2

	TOTAL ECTS CREDITS
	4

	№
	Grade components

	% of the grade

	1. 
	Practical exam (examination in practical skills)
	50

	2. 
	Final exam
	50

	3. 
	
	

	4. 
	
	

	Outline of the course:

	It's an introductory course in probability and statistics for physicists. The aim is to make the students familiar with the basic concepts of probability and statistics and to show them how this knowledge could be used to perform data analysis. A lot of practical examples are covered during the lectures and the seminars.


	Preliminary requirements:

	The students are expected to have some basic knowledge in mathematics (including calculus).


	Key competences acquired:

	The aim of the course is to teach the students to be able critically analyze the performed experimental  measurements, to  correctly assign errors and uncertainties  and perform basic statistical analysis on experimental data.


Lessons plan 
	№
	Topic:
	Acad. hours

	
	Lectures
	

	1
	Introduction to probability and statistics. Outline of the course. Notation. 
	1

	2
	Basic Concepts in Probability. Definitions of Probability: Mathematical, Frequentist and Bayesian probability 
	1

	3
	Properties of Probability. Addition law for sets of elementary events  Bayes theorem. Probability density function. Change of variable. Cumulative, marginal and conditional distributions 
	1

	4.
	Properties of Distributions. Expectation, mean and variance. Covariance and correlation
	2

	5.
	Characteristic Function. Definition and properties. Cumulants. Probability generating function. 
	1

	6.
	Convergence and the Law of Large Numbers. Monte Carlo integration.The Central Limit theorem 
	2

	7.
	Probability Distributions. Discrete Distributions: Binomial, Multinomial, Poisson and other distributions. Continuous Distributions: Normal, Chi-square, Cauchy (Breit—Wigner) and other distributions. 
	2

	8.
	Statistics. Basic Concepts. Likelihood function. Information and Sufficiency. 
	2

	9.
	Decision Theory. Subjective probability and Bayesian approach. Point estimation. Interval estimation. Tests of hypotheses. 
	2

	10.
	Estimators : Basic Concepts, Consistency, convergence and Bias and consistency. Usual Methods of Constructing Consistent Estimators: The maximum likelihood method; Least squares methods; other methods. Asymptotic bias and variance of the usual estimators. Bayesian Inference. Choice of prior density.
	2

	11.
	Point Estimation in Practice. Comparison of likelihood and moments methods. The Maximum Likelihood Method. The Least Squares Method (Chi-Square). Estimation from histograms; comparison of likelihood and least squares methods.
	2

	12.
	Interval Estimation. Normally distributed data - Confidence intervals for the mean. The General Case in One Dimension: Confidence intervals and belts;  Upper limits, lower limits and flip-flopping; Unphysical values and empty intervals. The Bayesian Approach.
	4

	13.
	 Test of Hypotheses. Formulation of a Test. Comparison of Tests. Test of Simple Hypotheses. The Neyman–Pearson test. Likelihood Ratio Test. Small sample behaviour. Tests and Decision Theory. 
	4

	14.
	Goodness-of-Fit Tests: from the Test Statistic to the P-value. Pearson's Chi-square Test for Histograms. Other Tests on Binned Data. Unbinned tests.  Smirnov—Cramer—von Mises test. Kolmogorov test. Applications. 
	4

	
	Seminars/Practical exercises
	

	1
	Combinatorics
	2

	2
	Basic probability. Properties of probability. 
	4

	3
	Random variables. 
	4

	4
	Probability distributions
	4

	5
	Law of Large Numbers. The Central Limit theorem. Monte Carlo integration.
	4

	6
	Basic concepts of Statistics
	4

	7
	Hypotesis testing 
	2

	8
	Goodness-of-Fit Tests
	2

	9
	Statistical modelling
	4
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�	 Depending on the course specificity and on the requirements of the teacher, other types of activity can be added or the unnecessary ones can be removed. 






