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Lecturer: Prof. Ana Proykova, PhD, Doctor Habil

	Academic work
	Components
	Acad. hours

	In-class work
	Lectures
	30

	
	Seminars
	

	
	Practical exercises (school internships)
	15

	Total in-class work
	

	Out-of-class work
	Referat 
	15

	
	Presentations
	15

	
	Analysis of the published scientific literature
	15

	
	Interim report
	15

	
	Work with library resources 
	15

	
	
	

	
	
	

	
	
	

	
	
	

	Total out-of-class work
	75

	TOTAL ACADEMIC WORK
	120

	ECTS credits in-class work
	1.5

	ECTS credits out-of-class work
	2.5

	TOTAL ECTS CREDITS
	4.0

	№
	Grade components

	% of the grade

	1. 
	Practical exam (examination in practical skills)
	50

	2. 
	Final exam
	50

	3. 
	
	

	4. 
	
	

	Outline of the course:

	The course introduces the ways that can be used to solve problems in Computational Sciences using High Performance Computing (HPC).

       After introducing the main areas where scientific calculations are applicable in the basic concepts of parallel computations, the course discusses the hardware design of modern High performance computers. The main methods for assessing the effectiveness and characteristics of successive and parallel calculations are discussed. Grid Technologies are taught at a basic level of administration, portability of codes between different platforms, data management, and the distribution of hardware resources between applications. Cloud Technology for HPC - Contemporary Approaches.

        The course is based on traditional lectures, practical classes in a computer room and cloud configurations as well as informal discussions with lecturers. During the semester, tests are performed and self-reported results are demonstrated. She graduated with an exam in which she presented a project on one of the topics.


	Preliminary requirements:

	Working knowledge of Fortran 95 or later or C. Basic commands of UNIX (Linux), text editor (s).


	Key competences acquired:

	After completing the course the student should be able to:

-present the most widely used platforms and models for parallel programming

- measure, analyze, and evaluate the performance of HPC programs.

- interpret overall performance in the terms of basic hardware and software for bioinformatics

- understand the possibilities / constraints of the cloud technology for virological research when using databases.


Lessons plan 

	№
	Topic:
	Acad. hours

	
	Lectures
	

	1
	Introduction to computational sciences.
	2

	2
	Introduction to parallel computations
	2

	3
	 Hardware for high performance computing
	2

	4.
	Architectures for high performance computers
	2

	5.
	Shared data and shared variables.
	2

	6.
	Comparison of models 
	2

	7.
	 Measuring Performance of Parallel Computers; Amdahls law 
	2

	8.
	True High performance computers. Ready solutions and posibilities to build local scalable platforms. 
	2

	9.
	General techniques for paralelization. Paradigms. 
	2

	10.
	General techniques: domain decomposition. 
	2

	11.
	Hybrid architectures and programming 
	2

	12.
	Introduction to GRID technology. GRID models. 
	2

	13.
	HPC and cloud technology. 
	2

	14.
	Molecular dynamics on a parallel computer. 
	2

	15.
	Overview of sequential algorithms. Visualization. Future development and Big Data 
	2

	
	Seminars/Practical exercises
	

	1
	Messaging
	3

	2
	Shared variables and data
	3

	3
	CUDA programs for NVIDIA GPUs
	3

	4.
	Performance of parallel computers – molecular dynamics
	3

	5.
	HPC in the cloud
	3


	Topics Covered on the Final Exam

№
	Topic

	1
	Introduction to computational sciences.

	2
	Introduction to parallel computations

	3
	 Hardware for high performance computing

	4.
	Architectures for high performance computers

	5.
	Shared data and shared variables.

	6.
	Comparison of models 

	7.
	 Measuring Performance of Parallel Computers; Amdahls law 

	8.
	True High performance computers. Ready solutions and posibilities to build local scalable platforms. 

	9.
	General techniques for paralelization. Paradigms. 

	10.
	General techniques: domain decomposition. 

	11.
	Hybrid architectures and programming 

	12.
	Introduction to GRID technology. GRID models. 

	13. 
	HPC and cloud technology. 

	14. 
	Molecular dynamics on a parallel computer. 

	15.
	Overview of sequential algorithms. Visualization. Future development and Big Data 
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�	 Depending on the course specificity and on the requirements of the teacher, other types of activity can be added or the unnecessary ones can be removed. 






